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Abstract

This paper addresses the well-known problem of
recognizing faces under several unfavorable situa-
tions. We have analyzed situations with changes in
expression, in illumination and occlusions such as
faces wearing sunglasses or scarfs. We have intro-
duced the use of the Non-negative Matrix Factor-
ization (NMF) technique in the context of classifica-
tion of face images and we have directly compared
performances of NMF and Principal Component
Analysis (PCA) using a well-known face database,
the AR, that contains a large number of individu-
als taken under several conditions. Moreover, these
results have also been compared to two leading al-
gorithms, one template based and the other feature
based, noticing that NMF is able to improve them
when using a high dimensional space. In addition,
NMF has been used with some distance metrics as
L1, L2 or correlation in order to determine the best
one for such problem. We have discovered that the
correlation metric is the most suitable one for our
problem.

Keywords: Computer vision.

1 Introduction

Face recognition is one of the most challenging
problems to be solved in the computer vision com-
munity. Until now, several methods and sophis-
ticated approaches have been developed in order
to obtain the best recognition results using some
specific face databases. Due to this huge number
of methods and face databases, there is no uni-
form way to establish the best method just because

nearly all of them have been designed to work with
some specific face situations. Even though, some of
these methodologies have lead to the development
of a great number of commercial face recognition
systems. Most of the face recognition algorithms
can be classified into two classes, image template
based or geometry feature based. Template based
methods compute a measure of correlation between
new faces and a set of template models to esti-
mate the face identity. Several well-known statisti-
cal techniques have been used to define a template
model, such as Support Vector Machines (SVM)
[12], Linear Discriminant Analysis (LDA) [1], Prin-
cipal Component Analysis (PCA) [11] and Inde-
pendent Component Analysis (ICA) [2]. Usually,
these approaches are focused on extracting global
face features, and occlusions are difficult to han-
dle. Geometry feature-based methods analyze ex-
plicit local facial features, and their geometric re-
lationships. Some examples of these methods are
the active shape model [4], the elastic bunch graph
matching algorithm for face recognition [13] and the
Local Feature Analysis (LFA) [10].

In this paper we address the problem of recog-
nizing frontal faces captured in different illumina-
tion conditions and containing natural occlusions
such as individuals wearing sunglasses and scarfs.
We have to note that the problem of recognizing
faces under natural occlusions is a must if we are
developing a robust face classifier. In order to ob-
tain comparable results with the most important
techniques, we have used a face database that has
been extensively used by the computer vision com-
munity, the AR face database [7]. Furthermore, in
this paper we introduce the Non-negative Matrix
Factorization (NMF) [5, 6] technique in a face clas-
sification framework noticing its ability to deal with



natural occlusions. As NMF is based on a subspace
definition, we have also introduced the Principal
Component Analysis (PCA) for a direct compari-
son. We also present present some preliminary re-
sults concerning to the determination of which dis-
tance metric should be used in the feature space
created by the positive restrictions of NMF. In or-
der to evaluate the introduction of NMF in such
a framework, we have taken as a reference the re-
sults of a previous work [3] that used the same face
database for analyzing the two leading commercial
face recognition techniques, Local Feature Analysis
and Bayesian PCA.

2 PCA and NMF techniques

2.1 Principal Component Analysis

Due to the high dimensionality of data, similarity
and distance metrics are computationally expensive
and some compaction of the original data is needed.
Principal Component Analysis is an optimal linear
dimensionality reduction scheme with respect to the
mean squared error (MSE) of the reconstruction.
For a set of N training vectors X = {x1, . . . xN}
the mean (µ = 1

N

∑N
i=1 xi) and covariance ma-

trix (Σ = 1
N

∑N
i=1(x

iµ)(xi − µ)T ) can be calcu-
lated. Defining a projection matrix E composed
of the K eigenvectors of Σ with highest eigenval-
ues, the K-dimensional representation of an origi-
nal, n-dimensional vector x, is given by the projec-
tion y = ET (x− µ).

2.2 Non-Negative Matrix Factoriza-
tion

NMF is a method to obtain a representation of
data using non-negativity constraints. These con-
straints lead to a part-based representation because
they allow only additive, not subtractive, combi-
nations of the original data [5]. Given an initial
database expressed by a n × m matrix V , where
each column is an n-dimensional non-negative vec-
tor of the original database (m vectors), it is possi-
ble to find two new matrices (W and H) in order to
approximate the original matrix Viµ ≈ (WH)iµ =∑r

a=1 WiaHaµ. The dimensions of the factorized
matrices W and H are n × r and r × m, respec-
tively. Usually, r is chosen so that (n + m)r < nm.
Each column of matrix W contains a basis vector
while each column of H contains the weights needed

to approximate the corresponding column in V us-
ing the bases from W . In the PCA context, each
column of matrix W represents an eigenvector and
the factorized matrix of H represent the eigenpro-
jections. In contrast to PCA, NMF does not allow
negative entries in the factorized matrices W and
H permitting the combination of multiple bases im-
ages to represent an object.

In order to estimate the factorization matri-
ces, an objective function has to be defined.
A possible objective function is given by F =∑n

i=1

∑m
µ=1[Viµlog(WH)iµ − (WH)iµ]. This ob-

jective function can be related to the likelihood of
generating the images in V from the bases W and
encodings H. An iterative approach to reach a lo-
cal maximum of this objective function is given by
the following rules [5]: Wia ← Wia

∑
µ

Viµ

(WH)iµ
Haµ,

Wia ← Wia∑
j

Wja
, Haµ ← Haµ

∑
i Wia

Viµ

(WH)iµ
. Ini-

tialization is performed using positive random ini-
tial conditions for matrices W and H. The conver-
gence of the process is also ensured. See [5, 6] for
more information.

3 Experimental results

Our experiments are based on the direct com-
parison of principal component analysis (PCA)
and non-negative matrix facortization (NMF) tech-
niques in a well-known face database. Furthermore,
the obtained results are compared to two leading
techniques used in the computer vision community:
the FaceIt and Bayesian techniques. FaceIt tech-
nique is a successful commercial face recognition
system and it is mainly based on the Local Feature
Analysis (LFA) [10]. The Bayesian technique was
developed by Moghaddam and Pentland [9] in order
to model large non-linear variations in facial apper-
ance due to self-occlusion and self-shading using a
PCA approach as a probability density estimation
tool. See [3] for more detailed information about
the comparison of these two techniques in the AR
face database. Gross et al. [3] have compared both
techniques using the AR face database by consid-
ering a wide set of situations: natural occlusions,
changes in expression, changes in the lighting con-
ditions.

Our current work compares the performance ob-
tained by the NMF with PCA and these two tech-
niques. Furthermore, we have also analyzed differ-
ent distance metrics in the NMF projected space to



take into account how a suitable metric can affect
to the classification results.

3.1 AR database

The AR database was collected at the Computer
Vision Center in Barcelona [7] and it contains im-
ages of 116 individuals (63 males and 53 females).
Original images are 768 × 576 pixels in size with
24-bit color resolution. This database is very in-
teresting because subjects were recorded twice at
a 2-week interval. And during each session 13 con-
ditions with varying facial expressions, illumination
and occlusion were captured. This means that each
individual will contain some local variations in ap-
pearance. For example, some individuals are cap-
tured wearing normal glasses during the first session
but not in the next.

Due to high dimensionality of original images,
we reduced them to a 40 × 48 size where our rep-
resentation becomes more manageable. As our two
statistical techniques will be based on a pixel repre-
sentation of each image, a pose normalization has
been applied in order to align all database faces.
We have manually localized both eye positions in
every image and we have normalized all faces ac-
cording to this information. Moreover, in order to
avoid external influences of background, we have
only considered the part of a face inside an ellipti-
cal region. Figure (1) shows an example of an indi-
vidual taken under different conditions and the el-
liptical region considered. The size of each reduced
image is 40 × 48 and if we consider the elliptical
region, each image is represented using 1505 pixels.
The elliptical region considered has been extracted
after analyzing all images in the database and re-
jecting all those pixels that do not have a statistical
influence in the face.

3.2 Evaluation of algorithms

Faces are projected in a low dimensional space that
in this particular study is limited to 50, 100 and 150
dimensions in order to have a general idea of how
results can change when the number of dimensions
of the feature space is modified. As known, Non-
negative Matrix Factorization is a part based tech-
nique and Principal Component Analysis a global
one and this behaviour is reflected in the bases ob-
tained by both techniques. Figure (2) shows some
of the bases where we can initially see that NMF
provides a more sparse representation instead of the

AR 01

AR 02 AR 03 AR 04 AR 05

AR 06 AR 07 AR 08 AR 09

AR 10 AR 11 AR 12 AR 13

Figure 1: AR database. Example of one individual
of the AR face database that reflects all the pos-
sible situations. The conditions are: (1) neutral,
(2) smile, (3) anger, (4) scream, (5) left light on,
(6) right light on, (7) both lights on, (8) sunglasses,
(9) sunglasses/left light, (10) sunglasses/right light,
(11) scarf, (12) scarf/left light, (13) scarf/right
light. Each image is of size 40 × 48 and the size
considered for our experiments is 1505 when we con-
sider the elliptical region.

global one provided by PCA.
Each individual situation is analyzed when both

PCA and NMF algorithms are used for classifica-
tion. Thus, we can compare when each technique
is performing better and try to understand when
can be used for a further classification task. The
training images consist of two neutral poses of each
individual that were captured in two different days.
In figure (1) we can see a training sample that is
labelled as AR 01.

In order to see how each technique can deal with
expressions, images labelled as AR 02, 03 and 04 are
used as a testing set because they contain smile,
anger and scream expressions. Table (1) shows
the results of both algorithms with respect to the
FaceIt and Bayesian techniques. The first impres-
sion is that L2 Norm is not the most suitable met-
ric when working with Non-negative Matrix Factor-



(a) NMF bases.

(b) PCA bases.

Figure 2: Bases obtained by both techniques, PCA
and NMF. NMF provides a more sparse and part
based representation and PCA a global one.

ization and both L1 Norm and correlation metrics
could be a good choice. Expression AR 02 is better
classified by FaceIt and AR 03 is better classified
when using NMF in a high dimensional space. But
expression AR 04 demonstrates that is a very diffi-
cult expression where PCA and NMF are not able
to deal with.

Expression
AR 02 AR 03 AR 04

FaceIt 0.96 0.93 0.78
Bayesian 0.72 0.67 0.41

PCA-50+L2 Norm 0.67 0.82 0.18
L2 Norm 0.61 0.78 0.14

NMF-50 + L1 Norm 0.72 0.80 0.19
Correlation 0.73 0.77 0.18

PCA-100+L2 Norm 0.80 0.88 0.24
L2 Norm 0.62 0.85 0.09

NMF-100 + L1 Norm 0.85 0.91 0.29
Correlation 0.89 0.90 0.28

PCA-150+L2 Norm 0.83 0.90 0.29
L2 Norm 0.66 0.87 0.09

NMF-150 + L1 Norm 0.88 0.92 0.30
Correlation 0.93 0.95 0.36

Table 1: Expression results. This table reflects how
both techniques can deal with facial expressions.
Note that scream expression (AR 04) is hard to
recognize.

Illumination conditions are also a factor to take
into account in a face recognition framework. This
conditions are reflected in images AR 05, AR 06
and AR 07. Table (2) shows that PCA can not
deal with illumination conditions as good as the
NMF and when the number of dimensions starts to
increase, NMF can improve the FaceIt and Bayesian
approaches.

Expression
AR 05 AR 06 AR 07

FaceIt 0.95 0.93 0.86
Bayesian 0.77 0.74 0.72

PCA-50+L2 Norm 0.77 0.76 0.57
L2 Norm 0.91 0.84 0.67

NMF-50 + L1 Norm 0.93 0.87 0.69
Correlation 0.94 0.89 0.76

PCA-100+L2 Norm 0.86 0.86 0.69
L2 Norm 0.94 0.85 0.67

NMF-100 + L1 Norm 0.97 0.94 0.87
Correlation 0.99 0.94 0.88

PCA-150+L2 Norm 0.85 0.87 0.71
L2 Norm 0.93 0.84 0.64

NMF-150 + L1 Norm 0.98 0.97 0.92
Correlation 0.99 0.96 0.91

Table 2: Illumination results. This table reflects
how both techniques can deal with illumination
changes. Note that in this case, NMF obtains the
best classification results when the number of di-
mensions starts to be considerable (100 or 150).

Occlusions have been considered a topic of re-
search in the computer vision community. Here, we
have a set of natural occlusion where faces are oc-
cluded with a scarf and sunglasses. AR 08 contains
sunglasses that occlude both eyes and AR 09 and
AR 10 consider the same situation but including
left and right illuminations. So, it will be expected
that recognition rates for these situations start to
decrease. AR 11 images consider a scarf and that
means that mouth is occluded. AR 12 and AR 13
also consider a scarf but with the addition of illumi-
nation conditions. Tables (3) and (4) show all the
results obtained when considering these two kinds
of occlusions.

Under the presence of sunglasses, recognition
rates decrease considerably as can be seen in ta-
ble (3). This means that eyes are a very important
feature to take into consideration when classifying
faces. It is interesting to note that when sunglasses
are considered without considering lighting influ-
ences (AR 08), NMF obtains the best recognition
results. But, when lighting conditions are present,
the Bayesian technique gives the best results. Thus,
NMF is a good choice when partial occlusions are
present but when lighting conditions affect to the



Expression
AR 08 AR 09 AR 10

FaceIt 0.10 0.08 0.06
Bayesian 0.34 0.35 0.28

PCA-50+L2 Norm 0.16 0.12 0.18
L2 Norm 0.16 0.10 0.12

NMF-50 + L1 Norm 0.19 0.10 0.20
Correlation 0.23 0.12 0.17

PCA-100+L2 Norm 0.23 0.15 0.22
L2 Norm 0.14 0.11 0.12

NMF-100 + L1 Norm 0.24 0.15 0.21
Correlation 0.32 0.19 0.24

PCA-150+L2 Norm 0.26 0.16 0.24
L2 Norm 0.17 0.12 0.09

NMF-150 + L1 Norm 0.31 0.21 0.23
Correlation 0.38 0.21 0.23

Table 3: Occlusion results when considering sun-
glasses. Note that in this case, NMF only is better
when using a high dimensional feature space and
no lighting conditions are considered. When light-
ing conditions are considered, Bayesian approach
obtains the best recognition rates.

Expression
AR 11 AR 12 AR 13

FaceIt 0.81 0.73 0.71
Bayesian 0.46 0.43 0.40

PCA-50+L2 Norm 0.44 0.38 0.37
L2 Norm 0.47 0.35 0.28

NMF-50 + L1 Norm 0.59 0.35 0.32
Correlation 0.61 0.45 0.35

PCA-100+L2 Norm 0.59 0.50 0.47
L2 Norm 0.47 0.36 0.25

NMF-100 + L1 Norm 0.66 0.55 0.46
Correlation 0.76 0.62 0.59

PCA-150+L2 Norm 0.62 0.57 0.48
L2 Norm 0.53 0.31 0.24

NMF-150 + L1 Norm 0.73 0.57 0.48
Correlation 0.75 0.62 0.56

Table 4: Occlusion results when considering a scarf.
In this case, FaceIt is obtaining the best recognition
results. And we have to note that NMF is bet-
ter than the Bayesian approach in this situation.
Again, NMF is always better than PCA.

scene, it turns out that NMF can not deal with a
more general change in the scene. Table (4) shows a
similar behaviour with the NMF, when no lighting
conditions are present (AR 11) in the scene, NMF
can have a high recognition rate, even compara-
ble to the best one obtained with FaceIt, but when
lighting conditions are present (AR 12 and AR 13)
all recognition rates decrease considerably.

In general, the first impression of these first ex-
periments is that NMF performs better than PCA
in the same dimensional space. This behaviour was
expected because PCA is based on a global trans-
formation of the original space and NMF on a local
one. NMF is based on representing the original
space using a set of bases that, as demonstrated

by Lee and Seung [5], are parts of objects. Thus,
it turns out that when we are considering local ef-
fects as occlusions, changes in expression or even
changes in the illumination, PCA is not able to
represent them as well as NMF. In terms of per-
formances with respect to the FaceIt and Bayesian
techniques, NMF has comparable recognition rates
and, in some situations, is even better than these
two methods. The reason of this high performance
is mainly justified by its natural definition of repre-
senting data using a combination of bases that are
part-based. Finally, it is clear that L2 is the worst
metric to use with NMF and the correlation metric
is the best one.

3.3 Gender classification

It is clear that if we try to distinguish between
males and females, local features corresponding to
each gender are different. Thus, this means that
Non-negative Matrix Factorization (NMF) can be
a suitable technique for capturing these local dif-
ferences. This motivates to create a gender classi-
fier based on the NMF and when a testing face is
correctly classified according to its gender, we can
use this information to recognize the face using a
more specific face classifier. In our study, we have
learned two gender classifiers: one with PCA and
the other with NMF with the same parameters as in
the previous experiments. Figures (3), (4) and (5)
show the gender classification results when using a
50 dimensional space (figure (3)), a 100 dimensional
space (figure (4)) and a 150 dimensional space (fig-
ure (5)).
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Figure 3: Gender classification results when trying
to classify males (a) and females (b) using a 50 di-
mensional feature space.

Figures (3), (4) and (5) depict a general be-
haviour for both PCA and NMF techniques: fe-
males are better recognized in this set of situa-
tions: AR02,AR03,AR05,AR06,AR07 and males in
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Figure 4: Gender classification results when trying
to classify males (a) and females (b) using a 100
dimensional feature space.
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Figure 5: Gender classification results when trying
to classify males (a) and females (b) using a 150
dimensional feature space.

the other ones . These recognition differences must
be studied more deeply but this means that both
genders have some local features that are better
identified depending on the face situation.

Images with occlusions, as AR 8, AR 9 and AR
10 are very difficult to identify even when trying to
determine whether it is a male or female. But, in
general, recognition rates are very high. Thus, we
can take this gender information to train a face clas-
sifier only based on males or females. We have to
consider that NMF is based on capturing local be-
haviours, so, a more specific classifier based only on
males or females should improve the initial recogni-
tion rates presented before. Once a gender classifier
is trained with the same training instances as for the
previous experiments for each PCA and NMF tech-
niques, we have repeated all experiments in order to
determine whether a gender classifier is convenient
or not. These experiments are reflected in tables
5,6,7).

In general, with the addition of a gender classi-
fier both techniques (PCA and NMF) are slightly
improved. This improvement is not very significant
in face images containing hard occlusions such as

Expression
AR 02 AR 03 AR 04

PCA-50+L2 Norm 0.74 0.87 0.22
L2 Norm 0.68 0.83 0.17

NMF-50 + L1 Norm 0.81 0.87 0.25
Correlation 0.85 0.84 0.25

PCA-100+L2 Norm 0.83 0.91 0.28
L2 Norm 0.65 0.87 0.14

NMF-100 + L1 Norm 0.90 0.92 0.31
Correlation 0.91 0.94 0.34

PCA-150+L2 Norm 0.84 0.91 0.28
L2 Norm 0.70 0.88 0.13

NMF-150 + L1 Norm 0.90 0.93 0.33
Correlation 0.93 0.94 0.35

Table 5: Expression results when considering a pre-
vious gender classifier. This table must be com-
pared with table (1) where we can appreciate some
improvements.

Expression
AR 05 AR 06 AR 07

PCA-50+L2 Norm 0.82 0.82 0.62
L2 Norm 0.91 0.86 0.68

NMF-50 + L1 Norm 0.94 0.89 0.76
Correlation 0.96 0.92 0.84

PCA-100+L2 Norm 0.86 0.86 0.70
L2 Norm 0.92 0.89 0.73

NMF-100 + L1 Norm 0.97 0.96 0.89
Correlation 0.98 0.97 0.92

PCA-150+L2 Norm 0.86 0.87 0.71
L2 Norm 0.94 0.89 0.69

NMF-150 + L1 Norm 0.98 0.98 0.92
Correlation 0.98 0.97 0.93

Table 6: Illumination results when considering a
previous gender classifier. This table must be com-
pared with table (2). In this particular case, AR 07
is specially improved in low dimensional spaces.

Expression
AR 08 AR 09 AR 10

PCA-50+L2 Norm 0.21 0.13 0.20
L2 Norm 0.20 0.10 0.14

NMF-50 + L1 Norm 0.24 0.14 0.22
Correlation 0.29 0.17 0.24

PCA-100+L2 Norm 0.25 0.16 0.23
L2 Norm 0.16 0.15 0.13

NMF-100 + L1 Norm 0.26 0.17 0.21
Correlation 0.35 0.21 0.25

PCA-150+L2 Norm 0.27 0.17 0.25
L2 Norm 0.18 0.13 0.10

NMF-150 + L1 Norm 0.32 0.20 0.24
Correlation 0.36 0.24 0.26

Table 7: Occlusion results when considering sun-
glasses and a previous gender classifier. This table
must be compared with table (3). We can see that
in this particular case, recognition rates are not re-
ally improved.

those faces containing sunglasses or a scarf. How-
ever, these results motivate to build up a face clas-
sifier divided into a global gender detector and two
specific face classifiers, one for males and another



Expression
AR 11 AR 12 AR 13

PCA-50+L2 Norm 0.52 0.44 0.40
L2 Norm 0.51 0.34 0.31

NMF-50 + L1 Norm 0.60 0.41 0.37
Correlation 0.67 0.51 0.45

PCA-100+L2 Norm 0.64 0.55 0.49
L2 Norm 0.50 0.32 0.24

NMF-100 + L1 Norm 0.71 0.56 0.51
Correlation 0.79 0.62 0.57

PCA-150+L2 Norm 0.63 0.57 0.51
L2 Norm 0.53 0.36 0.27

NMF-150 + L1 Norm 0.73 0.58 0.52
Correlation 0.79 0.65 0.61

Table 8: Occlusion results when considering a scarf
and a previous gender classifier. This table must
be compared with table (4). In this case, there is a
general improvement in recognition rates.

for females. This configuration must work out much
more better than only considering a face classifier
because NMF is based on the representation of lo-
cal features. Figure (6) summarizes previous results
showing all the recognition rates obtained accord-
ing to the method used (PCA or NMF) in conjunc-
tion with their internal parameters. We have to
note that the overall recognition rate for the FaceIt
technique is 65.83% and 52.42% for the Bayesian
one.

Figure 6: Recognition rates according to the
method used. Solid line indicates the recognition
rates obtained without using any gender informa-
tion and the dashed line indicates the recognition
rates when considering gender information. The
best method according to the whole set of face sit-
uations is the Non-negative Matrix Factorization in
a 150 dimensional space using the correlation dis-
tance as a metric obtaining a recognition rate of
66.74%.

From the analysis of figure (6), we can appreci-
ate that the introduction of a gender classifier im-
proves the whole recognition rates even using PCA
or NMF. Obviously, this behaviour is justified be-
cause it is more easy to classify a face into a male
or female than recognizing the face directly. But it
is clear that this improvement is more remarkable
in low dimensional spaces.

If we directly compare the overall results ob-
tained using PCA and NMF with respect to the
FaceIt and Bayesian techniques, we can state that
performances are comparable depending on the low
dimensional space. The best configuration of our
scheme is the one that uses the Non-negative Ma-
trix Factorization in a 150 dimensional space using
the correlation metric where we obtain a recogni-
tion rate of 66.74 that is greater than the recog-
nition rate of 65.83% obtained by the FaceIt tech-
nique. Of course, this behaviour is not observed in
all the face situations but it is clear that for some
certain situations one technique will be more con-
venient than another one.

4 Conclusions

In this paper we have analyzed the Non-negative
Matrix Factorization (NMF) technique in the prob-
lem of recognizing faces captured under non fa-
vorable conditions such as changes in expressions,
changes in the lighting conditions and occlusions.
Results are also compared with the well-known
Principal Component Analysis (PCA) technique
because both algorithms are based on finding a sub-
space where our data can be expressed. In the par-
ticular case of NMF, this subspace is defined by
positive restrictions and, as noted by Lee and Se-
ung [5], it is able to find part based decompositions
of the data. Our experiments have demonstrated
that this specific feature of NMF allows for high
recognition rates in comparison with PCA, which
treats its input data in a global a way. And it is
clear that these results are justified by the fact that
our face database contains local variations of faces,
not global ones. As NMF is a recent technique, no
distance metrics have been defined for its positive
subspace. In our study, we have analysed L1, L2
and correlation distances noticing that the last is
the most suitable one. A gender classifier preclassi-
fication stage has also been introduced in order to
obtain the best results.

Finally, we have compared our results to the



two leading face recognition techniques (FaceIt
and Bayesian), noticing that our scheme is more
adapted to the problem of recognizing faces un-
der several unfavorable conditions. This is justified
by the fact that these two techniques have been
designed to work with faces that contain specific
changes in expressions, but not the whole range
of conditions that we have exposed in this current
work.
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